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Abstract: This contribution proposes to update the conclusions for KI#2: Reducing packet loss during EAS resolution.
1. Discussion

L4 connection re-establishment procedure will cause additional latency. For those services, e.g. cloud XR, V2X, requiring low latency and seamless migration, such a TCP reconnection is not acceptable. Therefore, keeping L4 connection and avoid packet loss during EAS relocation is critical to these services.
Take TCP as example, re-establish TCP connection includes:
· Four-way handshaking to terminate the old TCP connection needs two RTT.

· Three-way handshaking to start a new TCP connection needs one RTT.

· After the TCP connection is setup, the slow start mechanism is usually used for congestion control. During the slow start procedure, the sending rate of packets is limited, which will affect the transmitting rate in application layer and cause additional latency. 
Solution#38 assumes the EAS IP might remain the same and L4 connection is kept. Therefore, besides the application layer context, L4 layer context might be transferred to the new EAS. Then after EAS relocation, the packets originally sent to the old EAS can be handled by the new EAS. 
The migration of L4 and application context between two servers requires the EC environment to support migrating of L4 context. Today, there are already many efforts to achieve this. One example is using live migration of edge applications in a container-based environment. During live containers migration, the memory, file system and network connectivity of the containers running on top of bare metal hardware can be transferred from the original EAS to the destination keeping the state without downtime. And also, there are some solutions to decrease the frozen time of data transmission during migration, e.g. memory copy can be done in parallel with the data transmission until the difference becomes minimal.
Note this solution can also apply to applications without stateful L4 connections.

In Solution#38, for both option 1 and option 2, buffering uplink packets until receiving the indication of successful EAS relocation is supported. This can help to reduce packets loss when the target EAS is not ready. Option 2 needs the coordination between the 5G and application in user plane. Therefore, this contribution proposes that option 1 in Solution#38 is recommended into normative phase.
2. Text Proposal
It is proposed to capture the following changes in the TR 23.748.
* * * * First change * * * *

9.2.1
Conclusions for Key Issue #2: Reducing packet loss during EAS relocation

Buffering uplink packets in the target PSA until receiving the indication of successful EAS relocation as proposed in Solution #27 and forwarding Tunnel between the source PSA and target PSA and End-Marker in Solution #38 Option 1 is recommended for normative phase.
Note: Forwarding Tunnel between the PSAs in solution #38 are applicable only in case 1) there is no stateful layer 4 connection is used between the UE and EAS, or 2) EC environment supports migration of layer 4 states.
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